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ABSTRACT

Despite the benefits of using third-party libraries (TPLs), the misuse of TPL functions raises quality and security concerns. Using traditional static analysis to detect bugs caused by TPL function is non-trivial. One promising solution would be to automatically generate and persist the summaries of TPL functions offline and then reuse these summaries in compositional static analysis online. However, when dealing with millions of lines of TPL code, the summaries designed by existing studies suffer from an unresolved paradox. That is, a highly precise form of summary leads to an unaffordable space and time overhead, while an imprecise one seriously hurts its precision or recall.

To address the paradox, we propose a novel two-layer summary design. The first layer utilizes a line-sized program representation known as the program dependence graph to compactly encode path conditions, while the second layer encodes bug-type-specific properties. We implemented our idea as a tool called LibAlchemy and evaluated it on fifteen mature and extensively checked open-source projects. Experimental results show that LibAlchemy can check over ten million lines of code within ten hours. LibAlchemy has detected 55 true bugs with a high precision of 90.16%, eleven of which have been assigned CVE IDs. Compared to whole-program analysis and the conventional design of path-sensitively precise summaries, LibAlchemy achieves an 18.56× and 12.77× speedup and saves 91.49% and 90.51% of memory usage, respectively.

KEYWORDS

static bug-finding, function summary, third-party library

1 INTRODUCTION

Third-party libraries (TPLs) enable developers to integrate pretested and reusable software components developed by other vendors, thus saving development costs. Despite the benefits, the usage of TPLs raises concerns about software quality and has become one of the most severe security threats (e.g., OWASP Top 10 in 2013 [1], 2017 [2], and 2021 [3]). Thus, the security issues of TPLs have attracted considerable attention in both industry and academia.

Typically, the usage of TPLs that are known to be vulnerable (e.g., published in the CVE database) receives more attention from developers due to the significant impact of standard-based vulnerability management. Various well-established techniques, such as software composition analysis [4–7] and code clone detection [8–11], are applicable to handle them. Meanwhile, developers may easily miss security bugs caused by the misuse of non-vulnerable TPL functions due to the need for a deeper understanding of the implementation details of TPL functions.
For example, Figure 1 shows a null pointer dereference (NPD) bug caused by the misuse of TPL functions, simplified from a real-world bug [12]. In the application project, opusfile-0.12, the function ogg_sync_buffer in the library libogg-1.3.4 is called at Line 4 and will return a null pointer under certain conditions. However, the application function op_open1 does not check this return value and directly uses it as a parameter of the function memcpy in the library glibe-2.31 (Figure 1 (b)) at Line 5, eventually leads to a null pointer dereference at Line 35. It is non-trivial for developers to find such bugs because it requires examining the implementation of the library code. Existing static TPL function misuse detection techniques [13–15], which extract the typical usage patterns of TPL functions from several samples and detect anomalous TPL function usages by comparing them with the typical patterns, would help to find such bugs. However, they would fail to distinguish the buggy and benign TPL function usages because they treat TPL functions as black boxes. Take the same code snippet in Figure 1(a) as an example. If the version of function memcpy invoked at Line 5 has evolved to the one in Figure 1 (c), it will not result in a null pointer dereference due to the null pointer guard at Line 40. However, the existing TPL function misuse detection techniques will still consider it as buggy. This indicates that it is essential to make static bug-finding techniques to understand the path conditions of TPL function usage (i.e., path sensitivity).

Problems of State-of-the-Art Techniques. Research on applying static analysis to find bugs in software systems has been continuously developed for decades [16–35]. Despite this tremendous research progress, we observe the difficulty of applying static bug detection techniques in the presence of numerous TPLs.

One possible solution is to perform whole-program analysis in both application and library code [23, 26, 27]. However, as shown by existing studies [16, 36], the size of dependency libraries can significantly dwarf the application code and thus raises the grand challenge for the scalability of analysis. For example, vim, a widely-used text editor with only 469K lines of code, transitively depends on 41 libraries with 4.25 million lines of code. When detecting bugs in such a scale using the state-of-the-art path-sensitive static analyzer, it exhausts 460G of memory after running for only 25 minutes in our evaluation (See § 6).

The second possible solution is applying aggressive or conservative approximations for the missing library behaviors [37]. For example, when performing taint analysis, aggressive approximation assumes that a tainted argument of a callee function will always flow into the return value of this callee function. The other way around, the conservative approximation takes the opposite assumption. If the approximation is inconsistent with the missing library behaviors, it will inevitably lead to false positives or negatives.

The third possible solution is to provide precise summaries of the missing library behaviors. Some industrial tools resort to handwritten summaries for commonly-used libraries (e.g., the GNU C library) [37]. At the same time, some research studies explore semi-automated techniques to reduce false positives by inferring specifications from the oracle or hand-written summaries for a set of TPL functions [18, 20, 38, 39]. Although the approaches mentioned above would be precise, constructing a human oracle is time-consuming, labor-intensive, and error-prone when the number of TPL functions is large. An ideal solution is to automatically generate precise summaries of all TPL functions offline and reuse these summaries when static bug-finding systems working on application code encounter these TPL functions. Note that the concept of summaries is not novel and has been widely used in compositional or incremental static analysis. However, the design of summaries by the existing studies cannot fulfill the requirements of detecting bugs caused by TPL function misuse for the following three reasons. First, as pointed out by a prior study [16], summaries in a significant proportion of existing studies are designed and reused in the context of the same analysis process [24, 31, 33, 40–42], and there is no easy way to serialize and reuse them in multiple analysis runs. Second, another category of summaries is designed for caching results across runs of an analysis [43–47] but limits its capability to reuse results from the previous analysis run on the same program. Third, some summaries can be reused in multiple runs of analysis and across different program modules [16, 34, 35, 48, 49]. However, they suffer from the paradox between precision, the cost of time, and space overhead. Specifically, prior studies have demonstrated that path-sensitive precision is necessary for detecting many security bugs like memory-related errors [16, 34, 35], e.g., null pointer dereference and memory leak. Unfortunately, current path-sensitive summaries [48, 49] typically take the SMT constraints to represent path conditions, while this induces a high cost of time and space overhead. In our experiment, for instance, we observed that it takes over 16 hours and more than 450GB to persist the summaries for the libraries with over 1 MLoC.

Our Solution. We base our idea to resolve the paradox on the observation that, in an actual program, the explosive size of path conditions consumes enormous amounts of memory when performing path-sensitive analysis [50], and this implies a high space overhead if using the heavyweight form of path conditions, i.e., SMT constraints, let alone the high time overhead. Thus, in this work, we propose a two-layer summary design to mitigate the high cost while preserving the high precision.

In the first layer, we use a program dependence graph as the summary, a linear-sized program representation that essentially encodes the same program information as path conditions. The first-layer summary design can guarantee the low cost of persistence and the capability of faithfully recovering path conditions.

In the second layer, to avoid repetitively verifying bug-type-specific properties in TPL functions that have been analyzed, we use data-flow paths on PDG as the bug-type-specific summaries and design an efficient algorithm to recover path conditions. To mitigate the high cost of persisting the explosive size of candidate paths in TPL functions, we only collect the data-flow paths with specific start and end points for persistence. These persistent paths capture a function’s reachability relation among the parameter vertices, return vertices, and the bug-type-specific “source” and “sink” vertices at the intraprocedural level. Then, we propose an approach to recovering the interprocedural path conditions by on-demand stitching these intraprocedural data-flow paths. The second-layer summary design enables efficient path condition recovery with low space overhead.
Summary of Results. We implemented LibAlchemy\(^1\) on top of the value flow analysis framework [51] to detect four representative source-sink style bugs, including null pointer dereference (NPD), use-after-free (UAF), use of uninitialized values (UUV), and memory leak (ML). The evaluation demonstrated the effectiveness of LibAlchemy in detecting security bugs caused by TPL function misuse. It can check over ten million lines of code within ten hours and detect 55 true bugs with 90.16% precision in fifteen popular open-source projects. Due to the high security impact, eleven of them are even assigned CVE identifiers. Compared with the whole-program analysis using both application and library code, LibAlchemy can achieve 18.56× speedup and save an average of 91.49% of memory usage. Compared with the conventional path-sensitive summary design, in terms of the summary persistence process, LibAlchemy achieves more than 94.98% of space reduction and 97.05% of time reduction; for the summary reusing process, LibAlchemy achieves 12.77× speedup and saves 90.51% of memory usage on average.

\(^1\)Alchemy is an ancient branch of natural philosophy that aims to purify, mature, and perfect certain materials. LibAlchemy indicates that the goal of this work is to obtain the purified static analysis results of third-party libraries.

2 MOTIVATING EXAMPLE

Importance of Path Sensitivity. Path sensitivity is crucial for a precise static analysis of memory-related bugs in C/C++ programs.

---

**Table 1:** Data flow path and path condition (i.e., the conjunction in the second and third columns) to persist using a naive approach. We use \(\phi\) to denote the value of the variable or constant \(\alpha\) at Line \(i\). Note that the value of \(null\) is the constant 0.

---

**Figure 1:** A null pointer dereference caused by the misuse of TPL functions

**Figure 2:** The PDG for function `ogg_sync_buffer` and `alloc`. For each \(\phi\) node, whenever a true-control-dependence edge connects one of its operands to a condition, a false-control-dependence edge connects the other to the same one and is omitted for clarity.
For example, Figure 1 (b) and Figure 1 (c) demonstrate an unsafe and safe version of the library function memcp y, respectively. The only difference is that the safe version in Figure 1 (c) includes a branch condition at Line 40 that checks if the parameters dst and src could be null pointers, thereby avoiding the potential NPD at Line 42. A path-insensitive approach ignores such conditions and will generate the same summary for both versions, i.e., an NPD may happen at Lines 35 and 42 in Figure 1 (b) and Figure 1 (c), respectively. Clearly, such a summary is not precise enough for the safe version. Using this imprecise summary, a program that calls this safe version will be regarded as calling the original unsafe version. For example, even though we call the safe version at Line 5 in Figure 1 (a), due to the imprecise summary, a static analyzer will report a possible NPD at Line 5, which, however, is a false positive due to the branch condition at Line 40.

**Problems of a Naïve Approach.** Generally, a path-sensitive static analyzer is expected to analyze each path in a program and use path conditions to infer its path feasibility. Hence, a naïve approach to persisting summaries for TPL functions is to persist all possible bug-inducing paths and their path conditions. For example, Table 1 lists all paths in the TPL function `ogg_sync_buffer` that may return a null pointer to the client function and their path conditions. When analyzing the client in Figure 1 (a), we can reason whether the pointer `o` is null and check if it will lead to an NPD at Line 5. For instance, the first path in Table 1 means that the null pointer at Line 9 is returned to the caller function with the path condition shown in the second and third columns. When finding bugs in a caller function, we can check if this path condition is satisfiable under other conditions from the caller function.

While the naïve approach ensures the precision of path sensitivity, it may lead to critical performance issues due to two problems. First, a program may have an exponential number of paths (known as the path explosion problem). Enumerating and persisting all these paths could be in exponential complexity and, thus, impractical. Second, many of these paths share path conditions. Repetitively persisting these shared conditions is unnecessary and leads to a large space overhead. For example, in Table 1, where we use $v_i$ to denote the value of the variable `v` at Line `i`, the first path and the second share the formula $sz_{11} \leq \text{MAX}$ in their path conditions.

**The Approach in a Nutshell.** The basic idea to address the two problems mentioned above is to find a highly-compressed data structure that must satisfy three requirements to persist paths and path conditions with little overhead. First, the data structure should be linear with the program size to keep the persistence overhead acceptable, even for large-scale TPLs. Second, we should efficiently recover path conditions from the data structure to avoid repetitive analysis of TPLs. For instance, we can directly persist the source code of TPLs, which satisfies the first requirement. However, when analyzing a program using the TPLs, we must recompute the path conditions from the TPLs, which is costly. Third, since detecting different bugs requires different information from TPLs, the data structure should include bug-type-specific information.

We observe that the program dependence graph (PDG), a classic intermediate program representation, satisfies the requirements mentioned above and, thus, can serve as the highly-compressed data structure of TPL summaries. Figure 2 shows the PDG of the TPL functions in Figure 1 (d), where the functions have been converted to SSA form. In the figure, we use $v_i$ to denote the value of the variable or constant `v` at Line `i`. Basically, a PDG includes data-dependence edges and two kinds of control-dependence edges, as shown in the figure. A data-dependence edge may be labeled by a left-parenthesis ($i$) and right-parenthesis ($j$), respectively, if the edge stands for a dependency relation at the entry and the exits of a callee function. The subscripts of the parentheses pair the entry (function call) and the exit (function return) at a call site. A true- and false-control-dependence edge means a program statement (i.e., the source of the edge) is reachable at runtime only if the condition it depends on (i.e., the destination of the edge) is evaluated to be true and false, respectively. Each node in the figure is either a statement or a φ node representing a value that merges multiple values from different branches. For each φ node, whenever one of its operands has a true-control-dependence edge to a condition, the other operand will have a false-control-dependence edge to the condition. The latter is omitted to keep the figure clear.

As an intermediate program representation, it is well-known that PDG is of linear size with the program and thus satisfies our first requirement. Also, we can recover the path condition via a simple graph traversal for a given data-flow path. For instance, for the first data-flow path in Table 1, i.e., $1 \rightarrow 6 \rightarrow 9 \rightarrow 14$, where a numbered circle indicates a node of the PDG, we can collect its path condition from two aspects: (1) The values along the data-flow path have the same value, so we have the data-dependence condition $0 = cRet_9 = cRet_{14} = cRet_{23}$. (2) We have the condition $-(s_{21} \leq \text{MAX}) \land -(cRet_{14} \neq 0)$ along the control-dependence edges and the condition $s_{23} = s_{121}$ restricting the values in the control-dependence, so we can obtain the control-dependence condition by taking the conjunction of them. For the third requirement, bug-type-specific information can be easily recorded as data-flow paths in the figure. For instance, for checking the NPD bug we illustrated before, we can record the data-flow path $1 \rightarrow 6 \rightarrow 9 \rightarrow 14$, meaning that the TPL function may return a null pointer. Note that a data-flow path is much more compact than a conventional program path because it skips any unnecessary control flows in the code via data-flow relations. We detail this in the next section.
Figure 3 shows the architecture of our system. The input is the application code of which we would like to check the safety. Our static analysis first performs several fundamental analyses, such as pointer analysis and call graph analysis, to build the control and data-dependencies, yielding the PDG of the application code. During the call graph analysis, if a TPL function call is found, we will send a query request to our database. This enables the database to prepare any persisted summaries for further analysis. After building the PDGs of the application code, we connect them to the PDGs of TPL functions that the application depends on. As a result, we obtain a complete PDG depicting the control and data-dependencies of TPL functions that the application depends on. As a result, we check bugs using the complete PDG by querying data-flow paths and their path conditions. The path conditions are solved via an SMT solver. Since any application code could be used as a TPL in the future, we also persist the summaries of the application code into the database, which gradually enriches the database and empowers our bug-finding system.

3 PRELIMINARIES

This section presents several preliminaries of LibAlchemy. We first introduce the program dependence graph (§ 3.1) and then formally define feasible data-flow paths in the graph (§ 3.2). Lastly, we introduce static bug-finding (§ 3.3), which is formulated as a source-sink feasible path problem.

3.1 Program Dependence Graph

To statically analyze a program, we utilize a classical graph representation, named program dependence graph (PDG), to depict the data flows in the program and encode their corresponding conditions.

Definition 3.1. (Program Dependence Graph) The program dependence graph of a program $P$ is $(\mathcal{V}, \mathcal{E}, d, c, \ell)$, where
- $\mathcal{V}$ contains the vertices that indicate the statements or, equivalently, the values defined by the statements.
- $v_1 \xmapsto{} v_2 \in E_d \subseteq \mathcal{V} \times \mathcal{V}$ is a data-dependence edge, indicating that $v_2$ uses the value defined by $v_1$.
- $v_1 \xmapsto{} v_2 \in E_c \subseteq \mathcal{V} \times \mathcal{V}$ is a control-dependence edge, indicating that $v_2$ is an if statement and $v_1$ is reachable when the if-condition of $v_2$ is satisfied.
- $d$ maps each data-dependence edge to a parenthesis. The values of $d(v_1 \xmapsto{} v_2)$ indicate the function calls and returns at different call sites, which are depicted by the left and right parentheses, respectively. For other edges, $d(v_1 \xmapsto{} v_2) = \ell$.
- $c$ maps each control-dependence edge to true or false, indicating the true or false branches, respectively.

Example 3.1. Figure 2 shows the PDG of the program in Figure 1(d). The data-dependence edge from $\circled{6}$ to $\circled{10}$ shows that the value of ret defined at Line 26 is returned by alloc. The control-dependence edge from $\circled{7}$ to $\circled{4}$ indicates that the value of cRet after the if-statement is affected by whether cRet -> buf is null at Line 12. The edges labeled with parentheses show two invocations of alloc.

Following existing studies [48, 52], we unroll the loops and recursive functions before the analysis, and thus, a PDG is essentially a directed acyclic graph (DAG). Additionally, the PDG resolves indirect data-dependencies introduced by pointers. The construction of the PDG is not a focus of our work, and we utilize existing techniques [50, 51] as an off-the-shelf module in our analysis.

3.2 Feasible Data-Flow Path

Given a PDG, we can reason how the data flows of interest are propagated by inspecting a particular class of paths, namely the feasible data-flow paths. Before defining them formally, we first introduce the concept of the path condition.

Definition 3.2. (Path Condition) Consider a data-flow path $p : v_1 \xmapsto{} \cdots \xmapsto{} v_k$ in the PDG $G = (\mathcal{V}, E_d, E_c, \ell_d, \ell_c)$ of a program $P$, where $v_i \xmapsto{} u_{i+1} \in E_d$ for $1 \leq i \leq (k - 1)$. The path condition $C(p)$ is the constraint over $V$ that holds if and only if the data flows along $p$ happen in a concrete execution.

As shown in Definition 3.1, a PDG encodes the data-dependence and control-dependence simultaneously. Based on the PDG, we can track the data-flow paths of interest along the data-dependence edges and recover the condition of the data-flow path based on two kinds of dependencies. Furthermore, we can define the notion of feasible data-flow paths as follows.

Definition 3.3. (Feasible Data-Flow Path) Given a PDG $G = (\mathcal{V}, E_d, E_c, \ell_d, \ell_c)$, a data-flow path $p : v_1 \xmapsto{} \cdots \xmapsto{} v_k$ is feasible if and only if its path condition $C(p)$ is satisfiable and its label string $L(p)$ belongs to the extended Dyck-CFL [53].

Example 3.2. Consider the data-flow path $\circled{1} \xmapsto{} \circled{6} \xmapsto{} \circled{9} \xmapsto{} \circled{13}$, which corresponds to the first path in Table 1. We get the path condition by taking the conjunction with two conditions in the first row of Table 1. Obviously, the path condition is satisfiable, so the data-flow path is feasible.

3.3 Static Bug-Finding

Given a program, we can leverage its PDG to detect various bugs statically. Before providing concrete examples, we first introduce the source-sink feasibility problem, which further enables us to formulate the detection of various types of bugs.

Definition 3.4. (Source-Sink Feasibility) Given $(v_{src}, v_{sink}) \in \mathcal{V}$, the source-sink feasibility from $v_{src}$ to $v_{sink}$ determines whether a feasible data-flow path exists from $v_{src}$ to $v_{sink}$.

The source-sink feasibility serves as an expressive formulation of static bug-finding. Many bug detectors can be formalized as the instantiations of source-sink feasibility queries. Formally, their bug specifications are defined as follows.

Definition 3.5. (Bug Specification) A bug specification $\tau$ is a triple $(\sigma_{src}, \sigma_{sink}, \delta_{reach})$. Here, the predicates $\sigma_{src}$ and $\sigma_{sink}$ depict the properties the sources and sinks should satisfy, respectively. When the indicator $\delta_{reach}$ is true, a bug occurs if a source can reach a sink via a feasible data-flow path. Otherwise, a bug occurs if there exists no feasible path from a source to a sink.

It is worth noting that while Definition 3.5 does not cover all possible bug types, it has covered a wide range of them, which are often referred to as the source-not-sink bug types and source-must-sink bugs [54]. In what follows, we use NPD and ML as two instances to demonstrate the scope of our static bug-finding system.
Example 3.3. (Null Pointer Dereference) We define $\sigma_{src}(v)$ to decide whether $v$ is $a = NULL$, where $a$ is a pointer expression, $\sigma_{sink}(v)$ is true if and only if $v$ accesses the memory object pointed by a pointer expression. Besides, $\delta_{reach}$ is true. To detect NPD, we need to examine whether a feasible data-flow path connects a source to a sink. Thus, NPD is a source-not-sink bug type.

Example 3.4. (Memory Leak) $\sigma_{src}(v)$ is true if and only if $v$ is $a = malloc()$, where $a$ is an arbitrary pointer expression. $\sigma_{sink}(v)$ is true if and only if $v$ is free($a$). Meanwhile, $\delta_{reach}$ is set to false. If a source cannot reach a sink in the PDG, a potential memory leak may happen. Hence, ML is a source-must-sink bug type.

According to Definition 3.3, determining the source-sink feasibility involves examining the satisfiability of the path condition and checking whether the label string belongs to the extended Dyck-CFL, which ensures the path and context sensitivity, respectively. However, achieving such precision is far from trivial, especially in the presence of TPLs. Even a small-size application can rely on a large number of TPLs, increasing the total size of the analyzed code. Besides, redundant reasoning of commonly-used TPLs wastes enormous analysis resources, such as time and memory. To tame TPLs in static bug-finding, we demonstrate a system named LibAlchemy to persist the summaries of TPLs, which can significantly improve the scalability of static bug-finding.

4 LIBALCHEMY SYSTEM DESIGN

This section presents the design of LibAlchemy. To reuse the analysis results of TPLs, we propose a multi-layer summary design (§ 4.1), which supports us in collecting bug-related data-flow paths in TPLs and recovering path conditions on demand (§ 4.2). Lastly, we demonstrate the overall algorithm of static bug-finding with our persistence design (§ 4.3).

4.1 Bug-Type-Specific Summary

As shown in § 3.3, the static bug-finding explores feasible paths from a specific form of source and sink. In the presence of the TPLs, such feasible paths are the concatenations of specific data-flow paths in the TPLs and applications. Based on this intuition, we define the bug-type-specific summary formally.

**Definition 4.1.** (Bug-Type-Specific Summary) Given a bug specification and the PDG of a program, a bug-type-specific summary $S$ maps a pair of vertices $(u_1, u_2)$ to a set of data-flow paths, where $(u_1, u_2) \in (V_{src}^f \cup V_{arg}^f \cup V_{out}^f) \times (V_{sink}^f \cup V_{in}^f \cup V_{ret}^f)$. Here, $V_{src}^f$ and $V_{sink}^f$ contain the sources and sinks in the function $f$, respectively, while $V_{arg}^f$, $V_{ret}^f$, $V_{in}^f$ and $V_{out}^f$ contain the arguments, returns, inputs, and outputs of $f$, respectively.

Intuitively, the bug-type-specific summary abstracts the semantics of TPL functions with respect to the bug specification. Although a lot of nodes and paths may exist in the PDG of a TPL, only a few critical data-flow paths really matter in the bug-finding. From a high-level perspective, the bug-type-specific summary provides a compact semantic signature of the TPL, guiding the static bug finder to delve into the TPL functions in the analysis of the application.

**Example 4.1.** For the NPD detection, we can obtain a bug-type-specific summary summarizing the data-flow path $\{5 \leftarrow 1, 4\}$.
Algorithm 1: Persisting TPL summaries

1. Procedure persistSmry(Libs, σsrc, σsink, τ = (σsrc, σsink, δreach)):  
   2. Libs ← TopologicalLibSort(Libs);  
   3. for Lib in Libs do  
      4. Lib ← TopologicalFuncSort(Lib);  
      5. G = (V, Ed, Ec, ℓc, ℓd) ← constructPDG(Lib);  
      6. dumpPDG(Lib, G);  
      7. S ← 1;  
   8. for Lib ∈ Libs, f ∈ Lib do  
      9. paths ← pathFrom(V src, V arg ∪ V out);  
     10. foreach p: u₁ → ··· → uₙ ∈ paths do  
     11. if uₙ ∈ V out then  
     12. uₙ' ← getConnectedArg(uₙ);  
     13. if S(uₙ, ·) ≠ ∅ then  
     14. S(uₙ, uₙ) ← S(uₙ, uₙ) ∪ {p};  
     15. if δsrc ∈ V out then  
     16. uₙ' ← getConnectedRet(uₙ);  
     17. if S(·, uₙ) ≠ ∅ then  
     18. S(uₙ, uₙ) ← S(uₙ, uₙ) ∪ {p};  
     19. dumpBugSmry(σsrc, σsink, S);  

and store the data-flow paths with specific start and end points. Although the branches in a single function can introduce multiple paths, we do not suffer from the path explosion problem. The key reason is that we first create disjunctions of intraprocedural path conditions and then concatenate them as the condition of an interprocedural path. Our evaluation will also demonstrate the low memory overhead of our two-layer design.

4.2.2 Persisting TPL Summaries. To persist the two-layer summary for a given TPL, we need to construct the PDG for the TPL first and then collect the bug-type-specific summary. Besides, we notice that a TPL may depend on other TPLs, i.e., its function may invoke other TPLs. Following many static analyses in generating function summaries, we utilize the dependency relation among the TPLs and process them bottom-up. The two-layer summary of a TPL is generated once all the dependent TPLs are processed.

Algorithm 1 shows the details of persisting two-layer summaries for TPLs of an application. Initially, it takes as input a TPL list and a bug specification. We sort all the TPLs in the list according to their dependency relation (Line 2). We sort each TPL’s functions based on the callee-caller relationship (Line 4). Following existing techniques of program dependence analysis [51], we can generate the PDG of each TPL (Line 5) and further store the PDG into the disk for persistence (Line 6). Then we process each TPL according to the sorting order and identify bug-type-specific summaries by examining the data-flow paths in each function (Lines 8–18). For the data-flow path p ending at an input node, we examine the connected argument node uₙ' (Lines 11–12), which is located in the PDG of the TPL that Lib relies on. If the argument node is the start point of a summarized path, we persist the path p (Line 13–14) as an interprocedural data-flow path that can be formed by stitching p with the summarized path. We process the case where u₁ ∈ V out in a similar way (Line 15–18).

Intuitively, Algorithm 1 generalizes existing bottom-up interprocedural analysis [40, 55] to the function summary generation. The invoked TPL functions are processed before the ones invoking them. Notably, we only store the data-flow paths of a caller that may form an interprocedural data-flow path by concatenating them with the paths of its callee. This effectively avoids collecting and persisting any unnecessary bug-type-specific summaries.

4.3 Static Bug-Finding with Persistence

Based on two-layer persistent summaries, we can not only concatenate the summarized data-flow paths in the TPLs with the data-flow paths in the application code but also recover the path conditions from the PDGs of the TPLs. This section details the procedure of recovering path conditions (§ 4.3.1) and statically finding bugs with persistent summaries (§ 4.3.2).

4.3.1 Recovering Path Conditions. As shown in Definitions 3.1 and 3.2, a PDG provides the necessary ingredient to track each data-dependence edge in the path and construct path conditions. Such a process can be achieved by graph traversal formulated by Algorithm 2. Basically, we take the conjunction of the data-dependence condition and the control-dependence condition of each node in the path p (Lines 2–6). To construct the data-dependence condition of a node vᵢ, we create a constraint based on the value definition induced by vᵢ (Line 8). Then we transitively collect the data-dependence conditions of the parents of vᵢ (Line 10), based on which we take the conjunction as the data-dependence condition of vᵢ. To construct the control-dependence condition of vᵢ, we transitively collect the control-dependence conditions of the nodes that are control-dependent on vᵢ (Line 15). Then we create the disjunction for case analysis (Line 16) and append the data-dependence condition (Line 17) to form the control-dependence condition of vᵢ (Line 18). Because a PDG is loop-free, the functions getDataDepCond and getCtrDepCond must terminate upon the PDG. Moreover, the path condition recovery can be achieved in linear time to the graph size for a given data-flow path, which permits us to perform path-sensitive analysis efficiently.

Example 4.3. Consider the data-flow path ①→ ②→ ③→ ④ in Figure 2. By traversing the PDG along the data-dependence edge, we can construct the data-dependence condition 0 = cRet₁₄ = cRet₂₃. Similarly, we can construct the control-dependence condition ¬(sz₁₁ ≤ MAX) ∧ ¬(cRet₁₄ ≠ 0) ∧ sz₁₁ = sz₈, where sz₁₁ = sz₈ is induced by the data-dependence edge ②→ ③. Finally, we can obtain the path condition by taking their conjunction.
Algorithm 3: Bug-finding with persistent summary

```plaintext
1. Procedure findBug(Libs, \( \tau = (\sigma_{arc}, \sigma_{sink}, true) \))
2. persistSery(Libs, \( \sigma_{arc}, \sigma_{sink} \))
3. \( G \leftarrow \text{constructPDG}() \)
4. \( V_{arc}, V_{sink} \leftarrow \text{getSrcSink}(G, \sigma_{arc}, \sigma_{sink}) \)
5. foreach \( p \in \text{pathFrom}(V_{arc}) \) do
6.     search(p, \( V_{sink} \))
7. Procedure search(p, \( V_{sink} \))
8.     \( v_0 \leftarrow v_0 \rightarrow v_1 \leftarrow \cdots \leftarrow v_n \leftarrow p \)
9.     if \( v_n \in V_{sink} \cup V_{arc} \) then
10. \( v'_n \leftarrow \text{getConnectedArgOrOut}(v_n) \)
11. \( P' \leftarrow \text{loadBugSmryAt}(v'_n) \)
12.     foreach \( p' \in P' \) do
13.         \( \text{search} \left( \text{connect}(p, p'), V_{sink} \right) \)
14.     if \( v_n \in V_{sink} \cup \text{L}(p) \) \( \in \) \text{extended Dyck-CFL} then
15.         \( G \leftarrow \text{loadPDG}(p) \)
16.     if \( \text{getPathCond}(G, p) = \text{SAT} \) then
17.         reportBug(p)
```

4.3.2 Finding Bugs with Persistent Summaries. Leveraging path condition recovery, we can reuse persistent TPL summaries in static bug-finding. The key idea is to scan program paths from sources to sinks and load previously computed persistent bug-type-specific summaries on demand, which achieves full sensitivity with low time and memory costs.

Without the loss of generality, we consider NPD-style bug detection as an example to demonstrate bug-finding with persistent summaries, where a bug occurs when a source reaches a sink via a feasible path. We formulate the technical design in Algorithm 3. It first prepares the summaries for all the TPLs and constructs the PDG of an application \( P \) (Line 2–3). After identifying sources and sinks based on the bug specification (Line 4), it traverses from the desired source and finds a path ending with the desired sinks (Line 5–6). During the path search, if the path encounters a call or return statement that requires the TPL summaries to connect the data-flow path onwards, it loads the summaries persisted at this statement (Lines 9–11) to continue the search (Line 13). Remarkably, the function getConnectArgOrOut fetches the argument or output \( \sigma'_n \) according to the input or return \( \sigma_n \), respectively, while the function loadBugSmryAt collects all the bug-type-specific summaries starting from \( \sigma'_n \). When the path finally reaches a sink, it validates whether the label string of the path belongs to the extended Dyck-CFL [53] (Line 14). If so, it loads the persisted PDG to recover the path condition using Algorithm 2 and then decides the satisfiability of the path condition with a solver (Line 15–16). For NPD detection, a feasible data-flow path indicates a potential NPD (Line 17).

Notably, Algorithm 3 is general enough to support the detection of other kinds of bugs, such as the ML in Example 3.4. By altering the condition of reporting a bug (Line 16–17), we can easily extend Algorithm 3 to detect the bugs caused by the sources that can not reach any sink. As long as we generate the summaries for the TPLs, we can delve into the TPL functions when analyzing the application code with low overhead.

5 IMPLEMENTATION

We implemented LibAlchemy upon the state-of-the-art path-sensitive bug-finding system Pinpoint [51]. Following Pinpoint, LibAlchemy analyzes the program in LLVM IR after loop unrolling and invokes the SMT solver Z3 [56] to determine the satisfiability of a path condition. We provide more implementation details as follows, including TPL preparation and checker instantiation.

TPL Preparation. To collect the TPLs of an application, we adopt Ubuntu’s package manager dpkg [57] to obtain its dependencies. Specifically, we transitively call dpkg for each dependent package until all the dependencies are collected. After downloading the source code using dpkg, we compile it into the LLVM IR for further analysis. Though our implementation relies on the package manager dpkg, our design for collecting TPLs is general. It can be seamlessly extended to other library management platforms, such as yum package manager [58] from RedHat OSes.

Checker Instantiation. We have implemented checkers to detect four bug types: NPD, UAF, UUV, and ML. As shown in Definition 3.5, an NPD, UAF, and UUV are source-not-sink bug types, while an ML is a source-must-sink bug type. We select these four checkers because they can lead to severe memory errors, and developers typically give feedback promptly on them. We provide the bug specifications of the four bug types in configuration files, which LibAlchemy further parses to generate bug-type-specific summaries in the bug detection. The four instantiations demonstrate the generality of our design in detecting value-flow bugs.

6 EVALUATION

In this section, we evaluate the effectiveness and scalability of LibAlchemy by answering the following research questions:

- **RQ1**: How effectively is LibAlchemy detecting security bugs caused by TPL function misuse?
- **RQ2**: How scalable is LibAlchemy when reusing the persistent TPL summaries?
- **RQ3**: How much time and space overhead does LibAlchemy incur when persisting TPL summaries?

6.1 Experimental Setup

Subject Collection. We selected 15 widely-used and well-known C/C++ open-source projects to evaluate LibAlchemy as shown in Table 2, where their source code and the source code of their dependent TPLs are all available in the Ubuntu sources. The selected projects have at least 100 stars, update frequently, and use TPLs as...
Table 3: Bug detection capability comparison. #BugTPL represents the numbers of NPD, UAF, UUV, and ML bugs that are related to TPLs and detected by LibALCHEMY. #F/#C/#T represents the numbers of fixed, confirmed, and reported bugs respectively. The mark “✓” indicates a baseline has the same detection capability as LibALCHEMY within time and memory budget, while the mark “×” indicates the opposite.

<table>
<thead>
<tr>
<th>ID</th>
<th>LibAlchemy</th>
<th>LibFree</th>
<th>LibWP</th>
<th>LibCon</th>
<th>LibPDG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2, 0, 0, 0)</td>
<td>1/1/2</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>2</td>
<td>(2, 0, 0, 0)</td>
<td>1/1/2</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>3</td>
<td>(2, 0, 0, 0)</td>
<td>1/2/2</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>4</td>
<td>(5, 0, 0, 0)</td>
<td>0/5/5</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>5</td>
<td>(2, 0, 0, 0)</td>
<td>1/1/2</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>6</td>
<td>(3, 0, 0, 0)</td>
<td>0/3/3</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>7</td>
<td>(1, 0, 0, 0)</td>
<td>0/0/1</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>8</td>
<td>(0, 0, 2, 0)</td>
<td>0/2/2</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>9</td>
<td>(0, 1, 0, 0)</td>
<td>1/1/1</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>10</td>
<td>(6, 0, 0, 0)</td>
<td>6/6/6</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>11</td>
<td>(1, 0, 0, 0)</td>
<td>1/1/1</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>12</td>
<td>(2, 0, 0, 0)</td>
<td>0/1/2</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>13</td>
<td>(21, 0, 0, 0)</td>
<td>2/11/21</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>14</td>
<td>(0, 0, 7, 0)</td>
<td>7/7/7</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>15</td>
<td>(4, 0, 0, 0)</td>
<td>1/3/4</td>
<td>✗</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Total</td>
<td>(51, 1, 2, 7)</td>
<td>41/55/61</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2 RQ1: Effectiveness of Bug Detection

To reduce the subjectivity of evaluation, we follow the practice of the existing work [51] and set a high bar for “true positive”: bugs confirmed by the developers of the evaluated subjects. As shown in Table 3, LibALCHEMY detected 61 new bugs related to TPLs. Note that LibALCHEMY also discovers 218 bugs that are irrelevant to TPLs. Since these bugs are not the focus of this work and can be detected by other baselines, we do not discuss them in the following. We submitted all of 61 TPL-related bugs to developers for confirmation. It is shown that NPDs are the most common vulnerabilities (51), while the other three bug checkers report fewer bugs (1+2+7). Upon the submission, 55 of 61 bugs have been confirmed as true bugs [59], yielding a precision of 90.16% (55/61), while 41 of them have already been fixed. The other six bugs are false positives, including one pending review and five denied by the developers. Notably, some confirmed bugs are from high-quality systems such as MariaDB, vim, openssl, and binutils which have been constantly scanned by Coverity [60]. Meanwhile, eleven of the confirmed bugs are assigned with CVE IDs for their high impact on software security [59]. For example, we detected a MariaDB bug that is hidden for over eight years. This bug is serious enough to deserve its CVE ID: CVE-2022-47015.

Table 3 also demonstrates the bug detection capability of other baselines. LibFree neglects the side effects of TPLs, and thus cannot detect any TPL-related bugs. LibWP, LibCon, and LibPDG consider the presence of TPLs, and thus theoretically have the same bug detection capability as LibALCHEMY. However, due to the scalability issues (i.e., running out of time or memory budgets as shown in Table 4), LibWP, LibCon, and LibPDG fail to analyze twelve, seven, and one projects, thus missing the bugs for these projects. These results demonstrate the superiority of LibALCHEMY.

We also conduct a deep analysis on the five bug reports that the developers deny and summarize two reasons for the denial. First, three bug reports are denied because the triggering conditions of the bugs rarely happen in practice [61–63]. A typical example is that some TPL APIs return a null value only when the system runs out of memory (e.g., [62]). Second, the remaining denied bug reports are technically false positives due to the inherited limitations of the foundation framework [51], such as imprecise pointer analysis in containers, loop unrolling, etc.

6.3 RQ2: Scalability of Reusing Summaries

To measure the scalability, we compare the time and memory usage of LibALCHEMY with LibWP, LibCon, LibPDG, and LibFree, respectively. The timeout is set to 12 hours, the typical nightly-build duration. The memory budget is set to 512GB, the same as our server’s memory. The time speedup is calculated using the lines’ analysis time divided by those of LibALCHEMY. The memory reduction is calculated using the difference between the memory usage of the baseline and LibALCHEMY divided by the memory usage of the baselines. If the analysis encounters OOT or OOM, we conservatively set them to 12 hours and 512GB, respectively.

As shown in Table 4, LibALCHEMY outperforms two soundness-equivalent baselines, LibWP and LibCon, achieving a time speedup of 18.56x and 12.77x on average, respectively. This is because our two-layer summary design enables efficient path condition recovery. Notably, LibALCHEMY achieves a 5.17x speedup over LibPDG, another soundness-equivalent baseline. This is because LibALCHEMY eliminates infeasible paths and preserves all feasible paths when analyzing TPL code. This saves the time of searching paths for analysis of application with the acceptable cost of space overhead for persisting the second-layer summaries.

LibALCHEMY saves 91.49% and 90.51% of memory usage compared with LibWP and LibCon, respectively. This is because LibCon
Table 4: Performance comparison. TS and MR represent the time speedup and memory reduction of LibAlchemy over the baselines. MR2 represents the memory reduction of LibFree over LibAlchemy. OOT and OOM indicate the analysis runs out of time or memory, respectively. Avg represents the geometric average.

Table 5: Time and space overhead of persisting summaries. Disk and Time stand for the disk space and time cost, respectively. One Checker includes NPD and UF. Two Checkers include NPD, UF, UUV, and ML.

introduces additional deserialization overhead due to parsing the path conditions from the SMT-LIB2 format (the standard exporting format for mainstream SMT solvers), which is time-consuming [64]. LibWP is generally not scalable as it can only successfully analyze three of 15 projects within the given time and memory budget. This is because exploring the data-flow paths among TPLs can easily lead to the path explosion problem. In contrast, LibAlchemy consumes no more than 70GB of memory to finish the analysis of the project MariaDB, a database system with more than 10 MLoC in terms of its application and dependent TPL. Compared with LibPDG, LibAlchemy achieves a marginal improvement, i.e., 8.37% of memory reduction. Although LibPDG requires searching more candidate paths in TPLs, it discards infeasible paths and only preserves feasible ones during searching.

LibFree does not consider the presence of TPLs, thus infeasible to detect TPL-related bugs. Thus, it is not surprising that it is the most efficient (1.071 = 1.29x speedup over LibAlchemy) and consumes the least memory (50.91% of memory reduction over LibAlchemy) among all the settings. However, there are still three exceptions when analyzing the project libc, binutils, and MariaDB. For example, the speedup of LibAlchemy over LibFree is 3.71x when analyzing binutils. By runtime profiling, we notice that LibFree will waste time exploring many infeasible program without exploring the path conditions from library functions paths.

6.4 RQ3: Overhead of Persisting Summaries

To evaluate the time and space overhead of persisting summaries, we compared our summary design (i.e., LibAlchemy) with the conventional path-sensitive precise summary (i.e., LibCon). Specifically, to understand the effects of compact encoding in our first-layer summary, we measure how the time and space cost of persisting summaries vary with the increasing number of bug-checkers.

Table 5 shows the comparison results. Taking one bug checker for example, LibAlchemy persists two-layer summaries, taking up 457.15GB to 688.58GB of disk space. The space reduction of LibAlchemy over LibCon is around 94.98% to 96.18%. The time overhead reduction of LibAlchemy over LibCon is around 97.05% to 98.07%. This result indicates that our two-layer summary design significantly reduces the time and space overhead compared with conventional path-sensitive summary design.

Moreover, with an increasing number of bug-checkers, the space and time overhead reductions of LibAlchemy over LibCon are
much more significant. Taking four bug checkers as examples, LibCon takes up 1,379.69GB to 2,472.52GB of disk space, while LibAlchemy only takes up 19.80GB to 36.07GB of disk space. The space overhead reduction of LibAlchemy over LibCon is around 98.41% to 98.65%, which is much higher than when checking only one bug. Thus, the effects of compact encoding by our first-layer summary would be significantly amplified with the increasing number of bug checkers.

7 RELATED WORK

Program Dependence Graph. Approaches to constructing program dependence graphs (PDGs) have evolved rapidly in recent decades. Initially, PDG only represented a program’s data and control-dependence within a single function [65]. As an extension, system dependence graph (SDG) introduces the call and return edges to bridge the dependence across procedures in a system [66–68]. Recently, code property graphs have been proposed to combine semantics and structural representation of the program for detecting various bugs [69, 70]. However, these approaches cannot represent a precise program dependence due to their weak assumptions on alias relations. To address this problem, many existing approaches adopted a “staged design”, invoking a flow-sensitive pointer analysis algorithm to obtain a precise PDG before doing client analyses [71, 72]. However, existing studies show the stage design introduces scalability issues and prevents a PDG with higher precision from being constructed [51, 73]. Recently, a PDG equipped with a “holistic design” achieves path-sensitive precision in a scalable way [51]. Similarly, our work is built on such a state-of-the-art PDG representation, to facilitate scalable and precise bug detection.

Function Summaries. Existing studies on function summaries can be grouped into three categories. The first category is designed for caching the analysis results in the compositional analysis under the context of the same run of analysis [24, 31, 33, 40–42]. For example, the IFDS [40] and IDE frameworks [33] compute the low-level function summaries, which can be understood as adding a rapid edge from the function entry to the function exit and uses them to accelerate the reachability analysis in the same running process. However, such summaries can only be used if a function is called multiple times in the same analysis, and there is not any easy way to persist them and use them independently for different analyses. The second category is designed for incremental analysis [43–47]. Such summaries essentially need to capture the dependency among the analysis units so that only those impacted by the changes are reanalyzed. For example, Do et al. [46] built their incremental analysis on top of the IFDS framework, and used the layers of data-flow propagation along calling relations as the function summaries to prioritize the reanalysis task. Although such summaries can be used in different runs of analysis, they are limited in reusing results from the previous run of analysis on the same program module. The third category can be used for reusing analysis results in different runs and across different modules [16, 34, 35, 48, 49]. Stubdroid [16] uses component-level analysis to generate function summary based on FlowDroid [74], a flow-sensitive work for taint analysis. However, they are not path-sensitive and, thus, fall short of precision. To achieve the precision of path sensitivity, some studies use path constraints as function summaries [48, 49], but our experiments have shown such approaches to be costly.

Disk-based Static Analysis System. The techniques used by disk-based static analysis systems generally fall into three categories. The first category stores the control-flow graph (CFG) onto graph databases and describes the client analysis in a CFG in graph queries [75, 76]. Particularly, Weiss et al. [75] built the incorrect error propagation rules as graph patterns and sped up their queries via graph indexing techniques. The second category adapts existing static analysis algorithms into graph systems such that existing algorithms can directly benefit from the scalability improvement from these systems [77–79]. However, both existing graph databases and graph systems do not persist a PDG and lack the capability of handling path sensitivity, preventing the higher requirement of a practical bug detection solution. The third category stores the transformation rules that summarize the taint-related flows and uses them to detect the taint-style bugs in a flow-sensitive manner. Our work also follows the summary-based approach but integrates PDG and data-flow paths as summaries to achieve both path sensitivity and high scalability.

8 CONCLUSION

We presented a two-layer summary design that enables the static bug finder to detect bugs caused by the misuse of TPL functions in an effective, scalable, and precise manner. We implemented our idea as a tool named LibAlchemy and evaluated it systematically. The evaluation results show that LibAlchemy is a promising industrial-strength static bug-finding system.
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